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Abstract 
Modern engineering requires detailed knowledge of forces, flow directions and velocities, when 

designing the vehicles of the future. In the ship building industry this is traditionally done in towing 

tank and wind tunnel experiments or by the long experience of skilled engineers. In the last years 

computational fluid dynamic (CFD) methods developed to a stage, where they become interesting, 

not only from a financial but also from a performance point of view, for larger ship yards as an extra 

input and in long term thinking as a full alternative to the experiments.  

The special branch of luxury yacht building yards is like every business in strong competition and 

needs to work economical. It can be very expensive to carry out both methods on the one hand. 

Since on the other hand these high technology yards have special requirements to fulfill that might 

change more frequently than for commercial ships, CFD is often a desirable method for the yards to 

master. The open source software (OSS) openFoam® offers here a possibility to include a modern 

CFD method without extensive investment costs into the design process and to gain "free" 

experience with a technology of the future. 

The present thesis shows the strength and weaknesses of openFoam® in the ship building industry 

for and in close collaboration with the Friedrich Lürssen shipyard in Bremen. The yard has specialized 

in the construction of luxury yachts over 60m and naval vessels over 30m. 

Due to openFoam®´s classical case folder structure, several tutorials were created to investigate this 

purpose. They reflect typical flow situations needed by the yard for future analysis, i.e. a wind tunnel 

setup, a towing tank setup, a sinkage and trim tutorial, a heat analysis tool and a particle injector. 

Besides the important resistance calculations the main focus lay on the analysis of the exhaust gas 

behavior. Mega yacht customers demand lowest possible air pollution on deck, so that extensive 

wind tunnel experiments are done during the early design stages. The aerodynamic tutorial was 

created as an alternative to these experiments. Satisfying results were achieved with openFoam® 

when compared to tests conducted by the Hamburgische Schiffbau- Versuchsanstalt (HSVA). To show 

the differences in performance to commercial software the hydrodynamic results of openFoam® 

solver were compared to StarCCM+ by CD-adapco.  

The investigation now clearly showed that openFoam® has competitive performance abilities to 

experiments and commercial CFD software. When no expensive openFoam® training is paid for the 

time it takes to gather experience in openFoam® handling is long, but can be shortened immensely 

by the usage of formerly prepared tutorials. In ship design the most important simulations do not 

change very often, so that this structure can be a help for the yard. But the unusual structure and the 

unsatisfying product documentation set the limits quite high for the time restricted ship building 

business to risk the use of the academically developed tool. 
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Essentially, all models are wrong, but some models are useful  

--George E. P. Box (Professor Emeritus of Statistics)   
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1 Introduction  
Identifying flow directions, velocities and forces is a very important task in most of the many 

engineering industries. To summon information about the flow around a ship in particular is 

interesting for marine engineers around the world for a long time now. This is typically done in wind 

tunnels and towing tanks or collected from long time gathered experience. Since for most complex 

flow situations an analytic solution is not available, rule-of-thumbs are not detailed enough and 

experiments are expensive, computer generated solutions become more and more popular with 

increasing computational power and better mathematical models. This field of research is called 

Computational Fluid Dynamics (CFD) and was the general topic of this thesis. The current chapter will 

show now where exactly the thesis is located in this field of study (Chapter 1.2) and why it was 

performed (Chapter 1.1). In chapter 1.3 the structure and the approach of the thesis is presented. 

1.1 Aim of the thesis work 
The Master Thesis at hand aims at the development of several different CFD standard models for the 

Fr. Lürssen shipyard in Bremen, Germany ς a builder of custom made luxury yachts with a LOA of 

more than 60m - using the open source code openFoam® (Version 1.7.1 on Ubuntu 10.04) and 

testing the applicability of open source software on ship yards. The models should be able to 

calculate the exhaust gas flow above and underneath the design waterline around any new 

developed Lürssen yacht. It was meant to be an input for both the mechanical engineering and the 

ship theory department of the yard.  

1.2 Project background 
In the last century sophisticated CFD methods changed from being only a scientific to an industry 

established tool. They do not provide a completely correct solution yet, but can give comparable 

results for an experienced user in shorter time and with lower costs than it is done by experiments 

[1]. While hydro- and aerodynamic resistance predictions are most important for most ship yards, 

CFD methods can also be used to investigate other flow situations. For cruise vessels and large motor 

yachts knowledge of the distribution of exhaust gas on deck and under the waterline is crucial to 

satisfy the demanding customer needs. Similar to naval vessels, the flow around helipads is also 

important to comprehend in order to guarantee the safety of helicopter operations.  

Analyzing the flow with wind tunnel and towing tank tests is costly and thereby only used in later 

more definite design stages. To be able to study and vary the design of exhaust outlets CFD methods 

can be used also already in early stages. Research in this area was done before by Kulkarni [2] or 

Moctar [3]. OpenFoam® itself starts to be of interest for the ship building industry since it is free and 

highly developed. One cause for its low distribution at the moment might be its pure academic 

background and the unusual handling of openFoam®. A reliable graphical user interface (GUI) is not 

available today. 

To satisfy the different needs of the two main computations the thesis was split in two parts - an 

aerodynamic and a hydrodynamic part. The models for the aerodynamic calculations were two new 

Lürssen yachts with a LOA of more than 100m. Wind tunnel experiments performed at the HSVA were 

used to validate the calculation setup. Since the yachts are not built yet they were called "MYacht" 

and "AYacht" in this report. Furthermore all picture material showing geometry and important 
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dimensions of the vessels had to be distorted in some way or another. For the hydrodynamic part an 

older yacht was used that was named "CYacht" in this thesis. She can be found in the same length 

area as the other two yachts and was especially interesting due to her distinct underwater exhaust 

outlets ς the research object of that part. 

1.3 Approach and structure of the thesis 
The time that it takes to prepare and run as many CFD calculations as it was necessary for such a 

project with standard workstations, made it vital to structure and organize the work in the correct 

way. It was desired to overlap the times of actual computing with the preparation of the next 

problem as much as possible. The thesis follows the actual order of work steps quite closely and 

shows thereby how the problem was approached. After an extensive research on ǘƻŘŀȅΩǎ methods 

and possibilities a general approach was identified. To give background information on the chosen 

approach the required theory is presented in chapter 2 which contains the governing equations 2.1 

and a few words on the computation of turbulent and multiphase flows 2.2 .  

A CFD calculation is only as good as its setup and needs ongoing assessment of the outputs along the 

way. Several coarse calculation loops are necessary in the beginning to gather information about the 

prerequisites of the problem at hand. As an output from these loops the calculation setup of both 

the aerodynamic and the hydrodynamic calculations is presented in chapter 3. To verify the grid 

quality a grid convergence study was performed for the grid that was used in the aerodynamic 

calculation and the performance of the used methods was evaluated (see chapter 4). From this point 

iterations with smaller changes were done which resulted in a setup that was validated and 

enhanced further until the outcome showed good resemblance with the experiments. In particular 

the aerodynamic computations were checked against a wind tunnel experiment and the 

hydrodynamic calculation was compared to commercial software. The validated and completed 

results are shown in chapter 5 and finally discussed in chapter 6. An outlook on the future work is 

given in chapter 7. The different parts of the thesis are also visualized in Figure 1.1.  

 

Figure 1.1 - Structure of the work and the thesis  
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2 Theory 
The dynamic behavior of any flow situation can be described by several general laws in physics. The 

first section 2.1 presents the most important equations that were derived from those laws and also 

how the equations can be simplified to ease the solving process. Solving these equations analytically 

is difficult to achieve for most engineering applications as has been said previously. This is why CFD 

methods are used which approach the problem numerically. The important methods and some 

additional theory are now shown in the second section 2.2. 

For the interested reader who requires a broader view of the topic on CFD at this point please refer 

to the standard text books of Ferziger and Peric [4], Versteeg and Malalasekra [5], Blazek [6] or 

similar. By far the most information in these chapters was taken from these books. 

2.1 Governing equations 
The earlier mentioned physical laws are the laws of conservation of mass, energy and momentum, 

which are described in the next two sections. These principal properties of fluids are mostly governed 

by the viscoǎƛǘȅ ʹ and the density ˊ ŀƴŘ ŀǊŜ mainly functions of the temperature T, the pressure p 

and the velocity U. Since flow problems are limited in space it is looked at the flow of a fluid through 

an arbitrary single control volume (CV) to gain knowledge about these properties. 

Fluid flows can be distinguished in laminar and turbulent flows. In this thesis turbulent flows were 

examined that occur when U varies unordered in time and space. The turbulence magnitude is 

correlated to the flow velocity and viscosity magnitudes, i.e. the Reynolds Number (Re). All 

turbulence phenomena in the flow are basically unpredictable, but with certain simplifications (see 

chapter 2.1.2) one can get a good understanding of the macro scale flow behavior. 

In the ship building industry high turbulence is most of the times unwanted since it increases the 

frictional resistance of a ship or destroys a smooth airflow around the superstructure. In the 

following sections it is shown that you use different computational methods for laminar and 

turbulent flow.   

2.1.1 Continuity & Navier-Stokes equations 
The law of conservation of mass states that the total net transport of the mass across the boundaries 

(i.e. the mass flux) of a system, that is in this case the control volume, is zero if sources are not 

considered. This means that no process inside the control volume can change the mass quantity, i.e. 

no mass can be destroyed or created. The law is represented by the so called continuity equation 

(Equation 2.1).  

Equation 2.1 

  ὨὭὺ” π    

A similar law exists also for energy. The law of conservation of energy states that the total energy in a 

closed system (again in this case the control volume) remains unchanged over the time [7]. The 

corresponding relationship simply says that the sum of all the potential and all the kinetic energy in a 

system equals the total energy. 
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To get a detailed view of the flow the Navier-Stokes Equations (Equation 2.2 - Equation 2.4) (NSE) for 

a compressible fluid are examined. Together with the continuity equation and the energy law, they 

give a complete picture of the flow characteristics.  

Equation 2.2 

⸗ⱬ◊

⸗◄
▀░○ⱬ ◊

▬

ὀ
▀░○Ⱨ ▌►╪▀ ◊ ╢□●    

Equation 2.3 

⸗ⱬ○

⸗◄
▀░○ⱬ ○

▬

ὁ
▀░○Ⱨ ▌►╪▀ ○ ╢□◐      

Equation 2.4 

⸗ⱬ◌

⸗◄
▀░○ⱬ ◌

▬

ὂ
▀░○Ⱨ ▌►╪▀ ◌ ╢□◑   

The NSE was developed from the momentum equation, which is an application of the Newton laws 

of motion for a continuum (For the detailed derivations refer to the mentioned text books). It 

consists of several parts of which each represents a driving force on the fluid which are: 

¶             Unsteady Acceleration (In this case for all exemplary in x-direction) 

¶ ὨὭὺ” ό  Convective Acceleration  

¶              Pressure Gradient  

¶ ὨὭὺ‘ ὫὶὥὨ ό  Viscosity Forces  

¶ Ὓ              Other Body Forces  

To simplify the equation for different flow situations, some of its parts shown above can be 

neglected or modeled. This saves computational time or makes the NSE analytically solvable, but also 

sometimes introduces errors. Typical approximations and modeling techniques can be seen in the 

following section.  

2.1.2 Simplified equations and flow approximations 
An engineer working on a flow problem will always get the best results computing the NSE directly. 

Since computational resources usually do not allow this, a more practicable approach is to simplify 

certain parts of the equation or to fully erase a part when it is not needed. For an example the 

smallest eddies in the flow are usually not accounted for in practical purposes, since their influence is 

quite small on the overall solution, but they would be included if the complete NSE is solved.  

A first and very general approximation has already been made in this thesis. For the following 

equations and calculations incompressible flow was assumed. This means that the time derivative of 

ˊ ōŜŎƻƳŜǎ ȊŜǊƻΦ ¢ƘŜ ŀǇǇǊƻȄƛƳŀǘƛƻƴ Ŏŀƴ ōŜ ƳŀŘŜ ŦƻǊ ǘƘŜ Ŧƭƻǿ ƳŜŘƛŀ ǘƘŀǘ ǿŜǊŜ ǳǎŜŘ ƛƴ ǘƘƛǎ ǘƘŜǎƛǎ - 

water and low speed air (Mach number < 0.3) [1].  
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2.1.2.1 Boussinesq approximation 
The Boussinesq approximation involves modeling of gravitation free flow in which density variations 

can be neglected in the convective and unsteady part of the NSE and moderate temperature 

gradients are allowed. Its advantage is the reduction of complexity by assuming one overall density 

for the different substance streams in the flow. This can be made use of e.g. in ocean current 

calculations or natural ventilation in homes.   

2.1.2.2 Euler & Potential flow 
A different approach is used by the Euler and the potential flow theory. Here not the density is 

manipulated but the viscosity is completely neglected. If the viscous forces in the flow are 

disregarded the NSE simplifies to the so called Euler equation (Equation 2.5). The equation can be 

used to compute compressible flows with high Mach numbers [8]. This can be done since the implied 

no-slip condition (i.e. No viscous forces on walls are calculated) is not a major problem at high 

velocities where viscous effects are only important in the small area close to the wall. 

Equation 2.5 

ÇÒÁÄz ÇÒÁÄὴ π    

If now a rotation free flow (ɳ π) is considered a velocity potential   must exist that fulfills the 

equation ɮɳ. Taking this into account the incompressible continuity equation (Equation 2.6) 

becomes the Laplace equation for the potential (Equation 2.7). This equation can be used to 

compute a free stream non turbulent flow, e.g. in the water flow field far away from the ship. The 

Laplace equation is analytically solvable even for more complex flows by combining simple cases 

(Sources, Sinks, Free Stream, etc.) and can be used as an input to solve the integrated momentum 

equations, the so called Bernoulli equations. 

Equation 2.6 

π  

 

Equation 2.7 

π   

2.1.2.3 Boundary layer approximation 
When the fluid is close to bounding surfaces the near wall area is called the boundary layer (BL). Here 

viscous effects cannot be neglected any longer. For low Re the flow stays laminar and can be 

calculated using the simplified NSE called the partial differential equation (Equation 2.8). 

Equation 2.8 

” ÇzÒÁÄ ÇÒÁÄὴ ‘ɳ       

In theory the fluid has no velocity directly on the surface and thereby a velocity gradient appears 

normal to the surface that causes frictional forces in the fluid. A further approximation is made by 

assuming the pressure across the BL (in direction normal to the surface) to be constant [9]. The effect 

on the computations of these assumptions is presented in the next section.  
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2.2 Computational fluid dynamics  
From chapter 2.1 a set of general equations is known that can be used to solve the flow problems at 

hand. Several methodologies exist that can carry out this tasks. Since viscous calculations are the 

main topic of this thesis the most commonly used techniques in this field are described. Laminar flow 

methods are shortly illustrated. The most known general approach in a CFD work is to create a mesh 

of the geometry and the flow domain, to choose the numerical techniques, to solve the equations 

and then to view and control the results. These steps are called: 

¶ Pre-processing (Including the meshing process) 

¶ Solving 

¶ Post-processing 

The need for pre-processing is based on the fact that each flow simulation has different needs in 

terms of start values, grids, schemes, solvers, etc. In Figure 2.1 the different steps are shown that 

need user input in the pre-processing stage. Especially in the modeling and the discretization stage 

many methods and schemes are available - the user needs experience and understanding of CFD to 

choose the right ones. The information in Figure 2.1 was taken from the educational slides of T. S. 

Craft [10]. 

 

Figure 2.1 - Important steps in a regular CFD calculation setup 
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Numerical solution: 
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2.2.1 Errors and uncertainties 
No matter if the flow is laminar or turbulent CFD is always just an approximation of the reality for the 

reasons explained earlier. There are many steps where errors and uncertainties can occur [1]. It is 

reasonable to distinguish between those two since many wrong calculations occur due to lack of 

knowledge of the tools (uncertainty) and not only due to mathematical errors e.g. in the modeled 

equations or discretization process (More information on this in chapter 4) . The process of checking 

for errors is called Verification & Validation (V&V). Verification is an in depth comparison of 

computed scientific test cases with their analytical results to verify the code while validation 

compares your computed case results with experimental data (e.g. from a wind tunnel test) [11]. In a 

way validation thereby checks also for uncertainties which can then be removed by the user until 

ideally only the real CFD code errors remain. Extensive verification of the openFoam® code was done 

e.g. by H. Jasak [12], validation of the results is shown in chapter 5. To assess the quality of the mesh, 

and thereby of the results, a grid convergence study was performed in chapter 4 as has already been 

mentioned. 

2.2.2 Non turbulent flow methods 
One way of removing turbulence in the flow is to neglect the viscosity. If Equation 2.7 is solved with 

certain boundary conditions its CFD application is called the potential flow method. Its general 

application in the marine industry is to calculate the wave height and wave resistance of a ship 

(Figure 2.2). It is a very fast and simple method and used broadly in the industry, especially for a 

bulbous bow optimization.  

 

Figure 2.2 - Wave height contours of a yacht hull generated with a potential flow code [13] 

The potential flow method can also be used to calculate the outer edge pressure of the BL. Using the 

assumption in chapter 2.1.2.3 the pressure in the whole BL is then known. CFD codes based on this 

assumption are called Boundary Layer Methods. They save a lot of computational time compared to 

turbulence modeling CFD methods (see chapter 2.2.3) where the pressures and velocities have to be 

matched but work only fine in flows without separation [9] [11]. Viscous resistance or lift and drag 

calculations cannot be solved with this method [11] which is the main reason why it is not further 

elaborated in this thesis. Another way of calculating without turbulence is necessary in some cases 

when using turbulence models (see Chapter 2.2.3.1). Many solvers diverge when starting to compute 

a complex flow situation directly with the turbulence switched on. You can force it to be a laminar 

flow until a steady state is reached. With this developed pressure and velocity field one can then 

start a turbulent calculation that is more likely to run through. This was necessary to do for the water 

flow around the ship hull.  
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2.2.3 Turbulent flow methods 
Nowadays computational power is not enough to solve the full NSE directly for almost all flow 

phenomena, which engineers are interested in. It is possible for some academic study cases or very 

simple flow situations. The method used when solving the full NSE is called Direct Numerical Solution 

(DNS). The first approximation of the DNS is called Large Eddie Simulation (LES), which solves only 

the large scale turbulence in the flow. The smaller eddies are filtered by a modification of the NSE. 

The smaller eddies affect the resistance calculations in ship hydrodynamics less than larger ones and 

can thereby be neglected in practical use. It is possible to calculate larger structures like ships with 

LES codes, but is still not feasible to do in ship yards due to the computational power and time 

needed.  

The most common solution and the methods also used in this thesis remove all turbulence and solve 

the NSE only for the mean flow. The methods based on the Reynolds-Averaged Navier-Stokes (RANS) 

Equations (Equation 2.9 - Equation 2.11) are called the RANS method. The equations show the 

unsteady RANS. In this thesis steady RANS calculations were performed where the time depended 

part equals zero. 

Equation 2.9 

ὨὭὺὟ ’ὨὭὺὫὶὥὨὟ
ǰ ǰǰ ǰǰ

  

Equation 2.10 

ὨὭὺὠ ’ὨὭὺὫὶὥὨὠ
ǰǰ ǰ ǰǰ

  

Equation 2.11 

ὨὭὺὡ ’ὨὭὺὫὶὥὨὡ
ǰǰ ǰǰ ǰ

  

In the RANS equations the velocity and pressure parts are split up into a mean velocity/pressure 

(U/P) and a fluctuating velocity/pressure component (u´/p )́ that displays vortices in the flow. The 

fluctuating velocities can be found on the right hand side and seen as additional turbulent stresses on 

the mean velocity. These so called Reynolds stresses can be represented by different turbulence 

models shown in chapter 2.2.3.1. This is a severe simplification of the NSE but results in less required 

computational time and memory compared to LES or DNS methods.  

Besides the need of closing the system of mean flow equations, a turbulence model should be widely 

applicable, accurate and simple. Since RANS codes are used nowadays throughout most industries, 

their economical aspect is also very important. If these basic requirements are not met, the method 

will not be used. This holds especially true for the ship building industry. 
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2.2.3.1 Turbulence modeling 
The previously mentioned Reynolds stresses have to be modeled, if a RANS method is used. This can 

be done in various ways, which has a large effect on the later results. Most turbulence models are 

based on the eddy viscosity concept where the effect of the turbulence on the flow processes is 

described by an increased viscosity. The Reynolds stresses are then described by the so called 

Boussinesq Hypothesis which is represented by Equation 2.12, where k is the turbulent kinetic 

energy. 

Equation 2.12 

† ”όό ‘ Ὧ”‏   with  Ὧ όό 

!ǎ ǘƘŜ ƴŀƳŜ ŀƭǊŜŀŘȅ ǎǘŀǘŜǎ ƪ ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ ŜƴŜǊƎȅ ƛƴ ǘƘŜ ǘǳǊōǳƭŜƴŎŜΦ ˃t is the turbulent viscosity and 

can be written as displayed in Equation 2.13 including a constant Cµ, the turbulent velocity V and the 

length scale for large-scale turbulent motion L. 

Equation 2.13 

ʈ  ʍ#,ЍςË #,6  

To solve Equation 2.12 ƻƴŜ ƴŜŜŘǎ ŀ ǿŀȅ ǘƻ ŜȄǇǊŜǎǎ ƪ ŀƴŘ ˃t to calculate V and L. The different 

approaches to do this divide the models into algebraic, zero-equation, one-equation and two-

equation models, which are all linear eddy viscosity models. Not discussed in this thesis are non-

linear eddy viscosity models and the Reynolds-stress models, which compute the Reynolds stresses 

directly.  

Industry standard and also the models used in this thesis are the two-equation models. It is quite 

simple to implement these kinds of RANS equations into a CFD program. It is basically the same code 

as for laminar flow, but has two differences, which are: 

¶ e˃ff  =  ˃  Ҍ ˃t 

¶ Solving of two transport equations extra 

This allows effects of the transport of turbulence properties by convection and diffusion and of 

production and destruction of turbulence. The two most common methods and their extra transport 

equations are presented in the following two sections. 

2.2.3.1.1 K-  ʁmodel 
Based on the fact that kinetic energy is dissipated into internal energy at high Re another way of 

ŎƻƳǇǳǘƛƴƎ ǘƘŜ ǘǳǊōǳƭŜƴǘ ƭŜƴƎǘƘ ƛǎ ǳǎƛƴƎ ǘƘŜ ǘǳǊōǳƭŜƴǘ ŘƛǎǎƛǇŀǘƛƻƴ ʶ όҒ ƪ3/2 / L). The transport 

eqǳŀǘƛƻƴǎ ŦƻǊ ƪ ŀƴŘ ʶ Ŏŀƴ ōŜ ǎŜŜƴ ƛƴ Equation 2.14 and Equation 2.15 as well as the related turbulent 

viscosity Equation 2.16. 

Equation 2.14 

‘ όόό ὴό ”όό ‘   
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Equation 2.15 

ὅ ὖ ”ὅ   

Equation 2.16 

ʈ  ʍ#   

The turbulent model that is based on these equations is called the k-ʶ ƳƻŘŜƭ ŀƴŘ ƛǎ ǇǊƻōŀōƭȅ ǘƘŜ best 

known method in CFD codes [4]. The constants are set by the developers of the programs and vary 

from software to software. Several popular developments that build up from this model are 

available, e.g. the realizable k-  ʁ [14] or the RNG k-ʶ ƳƻŘŜƭ [15]. Its strong non-linearity makes it 

necessary to solve the transport equations gradually with an iterative method (like most CFD codes). 

Underrelaxation is also needed for stability reasons. U, k and ʁ  ǳǎǳŀƭƭȅ ƎŜǘ ǘƘŜ ǎŀƳŜ relaxation values 

between 0.5 (for a bad grid) and 0.8 (for a good grid). Figure 2.3 shows a Wigley hull wave pattern 

calculated with the k-epsilon model. 

 

Figure 2.3 - Wigley hull at FN 0.32, calculated with interFoam, k-epsilon model 

Close to walls k and ʁ  ŀǊŜ ƘƛƎƘer while U stays similar to the normal flow, but they use the same grid. 

This can lead to convergence problems especially when higher order schemes are used. At high Re 

the boundary layer on the wall gets so thin that it is difficult to resolve it with enough grid points. In 

this very common case wall functions can be applied to the model. They are based on the existence 

of an area close to the wall, in which the wall normal velocity profile can be described with the 

logarithmic law shown in Equation 2.17 - the so called law of the wall.  

Equation 2.17 

 

ό ÌÎ ώ ὄ  

u+- Dimensionless velocity 
y+- Dimensionless wall coordinate 
B - Case specific constant 

 

In general the k-  ʁmodel is limited in its applications. It supplies only good results for flows with small 

pressure gradients. Problems like swirling and rotating flow, strong separation, compressors or 

nozzles should be avoided [16].   
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2.2.3.1.2 K-  ̟model 

The k-˖ ƳƻŘŜƭ Ŧƻƭƭƻǿǎ ōŀǎƛŎŀƭƭȅ ǘƘŜ ǎŀƳŜ ǊǳƭŜǎ ŀǎ ǘƘŜ ƪ-ʶ ƳƻŘŜƭ ōǳǘ ƛƴŎƻǊǇƻǊŀǘŜǎ ǘƘŜ ǎǇŜŎƛŦƛŎ 

ŘƛǎǎƛǇŀǘƛƻƴ ˖ όҐ ʶ κ ƪʲϝύ ƛƴǎǘŜŀŘ ƻŦ ʶ ǘƻ ǊŜǇǊŜǎŜƴǘ ǘƘŜ ǎŎŀƭŜ ƻŦ ǘǳǊōǳƭŜƴŎŜΦ The corresponding 

transport equations plus the equation for the turbulent viscosity can be seen in the Equation 2.18 - 

Equation 2.20. It was introduced by Wilcox [17] in 1998.  

Equation 2.18 

ὖ ”‍ᶻὯ‫ ‘ ᶻ   

Equation 2.19 

‌ὖ ”‍‫ ‘ ᶻ   

Equation 2.20 

ʈ  ʍ   

An advantage compared to the k-  ʁmodel is its applicability in the entire boundary layer without 

further adjustments. A problem can occur from its high sensitivity to the inlet boundary conditions of 

internal flows [18]. An advancement, also because of this disadvantage, of the k-˖ ƳƻŘŜƭ ǿŀǎ 

introduced by Menter [19] [20] ; the so called k-omega SST model. It is a hybrid using k-˖ Ŏƭose to 

walls and k-ʶ ƛƴ ǘƘŜ ǘǳǊōǳƭŜƴǘ ŦƭƻǿΦ The k-omega SST model is especially used in aerodynamic 

calculations and has a very good overall performance even for complex flows compared to other two 

equation models [16]. 
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2.2.3.2  Finite Volume Methods 
There are three commonly used numerical methods to solve the conservation equations - the Finite 

Element Method, the Finite Difference Method and the Finite Volume Method (FVM). For the RANS 

equation, the Euler equation and the NSE the Finite Volume Method is the standard approach. It is 

easy to program and thereby most frequently used. As it is usually done in the FVM it is assumed in 

the following explanation that the velocity field and the fluid properties are known from the 

boundary conditions. 

When applying the FVM the physical space, in which the flow is calculated, is discretized into many 

control volumes by a mesh. This mesh defines, via its grid points, the edges of the control volumes 

and not the calculation points like in a Finite Difference Method. The integral conservation equations 

need to be calculated now for each volume individually and can thereby be computed for the whole 

domain. A generic form of the conservation equation can be seen in Equation 2.21.  

Equation 2.21 

⸗ⱬꜚ ○

⸗◄

⸗

⸗ὀἱ
ⱬ╤ꜚ○ ◔ꜚ

○

⸗ꜚ ○

⸗ὀἱ
╢ꜚ
○
  

A generic CV is shown in 1D in Figure 2.4 and in 3D in Figure 2.5. The flux over the boundaries of the 

CV equals the sum of the integrals. The equation variables (denoted הv) are calculated in the cell 

center whereas the control volume surface is interpolated via its node values. The resulting surface 

and volume integrals can be approximated with numerical methods which are displayed in the next 

section 2.2.3.3. The node value in the cell center is denoted P and the neighboring nodes according 

to the flow direction. 

 

 

 

 

 

 

 

How good a discretization works, depends to a large extend on the scheme with which the fluxes are 

evaluated. Also the design and look of the volume is important. A single control volume should be as 

regular in shape as possible to reduce numerical errors. What ΨregularΩ means in this case is explained 

further in the chapter 2.2.4. Holes and overlapping or negative volumes in the grid result in wrong 

calculations or program failures as well. 

  

Figure 2.4 - 1D Control volume with nodal points 
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Figure 2.5 - Control volume in 3D with face 
direction 
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2.2.3.3 Numerical schemes 
Interpolation is done when values of ה are needed in other points than the CV center to calculate the 

convective and diffusive terms and to compute the unknown volume integrals. Depending on what 

information is discretized, different methods have to be used. Some methods are known for their 

robust and stable behavior, others are particularly accurate. In this part a few important numerical 

schemes are shown, which are generally used to interpolate the convective terms. Its special 

behavior makes convection a crucial part in the discretization process and is the cause for many 

schemes that were developed for it. It is done exemplary for the east end of the CV. 

2.2.3.3.1 Upwind Differencing Schemes (UDS) 
The upwind interpolation approximates the cell face value הe with the ה of the cell-center value 

upstream of the CV. The dependency of the value on the flow direction is shown in Equation 2.22. It 

is unconditionally bounded and very stable (1st order), but may cause severe numerical diffusion, if 

the flow direction is skewed relative to the grid. When a finer grid is used, upwind interpolation will 

produce a much better solution. 

Equation 2.22 

ה
ÉÆ Öz ה Î π
ÉÆ Öz ה Î π  

2.2.3.3.2 Central Differencing Scheme (CDS) 
A simple and often used 2nd order scheme is the CDS or also called 'linear interpolation'. It 

approximates the middle point values of the CV sides by the linear approximation between the two 

neighboring nodes. The Equation 2.23 holds for the node values in the point 'e'.  

Equation 2.23 

ה ה   z ʇ ה  z ρ ʇ    

The linear interpolation factor is here defined as ʇ  .  

Second order schemes are more precise than first order schemes, but not as stable. Since the CDS is 

unbounded, non-physical behavior can arise in areas of strong convection. Thereby sometimes 

schemes are used which combine the best of the two, e. g. the Hybrid Differencing Scheme. Here the 

two schemes are blended in critical areas into each other to achieve convergence.   

2.2.3.3.3 High Resolution Schemes 
High resolution schemes can be distinguished in linear and non-linear schemes (regarding their 

defining function ʒ Ò all represented by the flux limiter formulation (Equation 2.24 [21]). A few 

common functions are displayed below for the given CV.  

Equation 2.24 

ה πȢυz ה  ʒÒᶻה ה   

ʒÒ  π                                                                  
ʒÒ  Ò                                                                  
ʒÒ Ò ȿὶȿȾὶ ρ       
ʒÒ ÍÁØπȟ ÍÉÎςὶȟπȢυὶ πȢυȟς             

1st order upwind 
2nd order differencing 
Non-linear van Leer  
Non-linear MUSCL 

 

With  Ò   
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2.2.3.4 Solving the equations 
 

Many algorithms have been developed that are able to solve the discretized NSE sets produced by 

the numerical schemes. Which solver type is used depends always on the given flow problem that is 

usually solved in an iterative process. The handling of non-linearity and the coupling of the pressure 

and the velocity are the main aspects of a NSE solver. To show the function of a solver the loop of the 

famous Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm is displayed in Figure 

2.6. SIMPLE is a commonly used CFD solver for incompressible flow developed by Patankar [22] and 

was deployed extensively in this thesis. 

 

Figure 2.6 - The SIMPLE loop [22] 

For an iterative steady state solution it is not needed to resolve the linear pressure velocity coupling. 

The velocity field is approximated by solving the momentum equation while the pressure gradient 

results from a previous pressure distribution. The velocities can be corrected after the new pressure 

distribution is calculated via the pressure equations. With these updated flow parameters the new 

resulting fluxes can be computed [22]. 

Other methods are SIMPLEC (SIMPLE Consistent), SIMPLEM (SIMPLE Modified), SIMPLER (SIMPLE 

Revised), PISO (Pressure Implicit with Split Operator) or PRIME (Pressure Implicit Momentum Explicit) 

- just to name a few. In chapter 3.2 and 3.3 openFoam® solvers and their properties are explained a 

bit further.  
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2.2.3.5 Volume of fluid method 
The hydrodynamic calculations were performed using the industry established volume of fluid (VOF) 

approach. It is an Eulerian method to locate the interface between two different phases, usually 

water and air. This so called advection scheme tracks the form and location of the free-surface (the 

fluid/fluid interface), which can be seen in Equation 2.5 for a floating cube. Here the mesh needs to 

be dynamic in order to adapt to the floating geometry.  

 

Figure 2.7 - Floating cube example of fluid/fluid interface with VOF 

The VOF method is based on the function C. Looking at a control volume, C is defined as the volume 

fraction of a continuous phase 1, like water, in that CV. When the cell is empty of phase 1, C equals 0 

and phase 2, like air, is filling the cell to 100%. The other conditions are treated accordingly. If the 

water/air interface cuts the cell C is 0 < C < 1 and when it is full of phase 1, C equals 1.  

The free-surface is computed separate from the NSE. The code needs to solve the transport Equation 

2.25 and also compute the fractions of the density and the viscosity. 

Equation 2.25 

π  

How the phases are distributed in a control volume can be very different and depends on the 

method used, e.g. Piecewise-Linear Interface Calculation (PLIC), Hirt&Nicols [23], Youngs [24], 

Compression Scheme (for openFoam® [25]), etc.  
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2.2.4 Grid types  
As mentioned earlier the points to calculate the different properties in the finite volume or finite 

element methods are defined by a grid ; a discretized version of the solution area. Producing a high 

quality grid can erase many errors before any calculation has started. Much time was spent in this 

thesis to match the mesh to the task and various recommendations were given to the yard how to 

produce a quick and good working mesh with openFoam®. The most important grid types and their 

functionalities are explained below. 

2.2.4.1 Aspects of grid quality 
A large error from the grid comes of course from its inadequate display of reality. But also the 

structure of the grid itself can introduce errors that have an effect on the solution quality. The most 

important errors are described here. 

Orthogonality is a measurement of how close the angles of neighboring CV faces or CV edges are to 

the optimal values, i.e. of 90° for quadrilateral elements or 60° for triangular elements. Strong non-

orthogonality will increase the sources and the amplitude of discretization errors in the solution as 

well as it leads to poorer convergence.  

Expansion relates to the change of size between two adjacent cells. Small size gradients between the 

control volumes are preferred to ensure a controlled calculation of the field variables. Otherwise it 

increases the error source coming from the discretization of transient and body force terms.  

Aspect Ratio is the degree of stretch of a control volume. It is usually defined as the relationship of 

the largest distance between the cell and the face center to the minimum distance between two 

edge nodes of the control volume [26]. It can produce round-off errors and leads usually to 

convergence problems during the solution.   

Skewness is the disagreement between the shape of a cell in the grid and the shape of an equilateral 

cell that has the same volume as the first one. A result of high skewness can be a decrease in 

accuracy and a destabilized solution.  

In openFoam® these properties can be tested after the grid generation with the checkMesh utility. 

There are mathematical definitions and recommended values for each of these incorporated in the 

program. In this thesis not every mesh was perfect in the checkMesh sense, e.g. high skewness was a 

problem for meshes generated with sHM, but was always kept in reasonable limits.  

Another factor here is that the occurrence of an error does not lead per se to a problem; its location 

in the mesh also plays a role. For an example in areas of large pressure gradients the solver will 

possibly produce a diverging solution while in areas of small gradients the same grid error might still 

lead to an overall converging solution. This phenomenon was seen often during the thesis, e.g. in 

single highly skewed cells close to the hull surface where large pressures were calculated without a 

physical reason [26]. 
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2.2.4.2 Structured grids 
One way of dividing the domain is the structured grid. It is composed of sets of intersecting lines, one 

set for every dimension, and a mesh point that is placed at the intersection of only one line for each 

set. This composition leads to quadrilateral structures in 2D and hexahedral structures in 3D. A point 

has four neighbors in 2D and six neighbors in 3D. It is very efficient from a CFD point of view in terms 

of computational time, accuracy and memory requirements compared to unstructured grids [27]. 

One big disadvantage though is that this method takes much time to adapt to complex geometries 

and that the grid cell size cannot be varied much throughout the whole grid. For an example, when 

refining an area close to a wall, the cell size of the far away structures is reduced as well.  

2.2.4.3 Block structured grids 
This often used approach deals with the need for different cell sizes in different areas of the domain. 

A two or more part splitting of the computational domain is possible by defining differently 

structured regions that are connected by boundary faces. It is also possible to overlap the region 

borders. These grids are called chimera grids. In openFoam® block structured meshes are produced 

with the blockMesh function. 

2.2.4.4 Unstructured grids 
When dealing with more complex geometries structured grids offer only average usability. A widely 

used technique to handle these geometries is the unstructured grid. Here no implicit structure of co-

ordinate lines is imposed by the grid. They can handle basically all geometries and have no limitations 

from the neighboring elements/points. For 2D applications the faces are usually triangular or 

rectangular, for 3D applications tetrahedrons or hexahedrons. OpenFoam® uses the snappyHexMesh 

tool for this taking a block structured grid as a domain input. A snappyHexMesh grid can be seen in 

Figure 3.2 where a block including a more complex half sphere was meshed. 

The simple and fast meshing and refinement of local areas is an advantage compared to the 

structured grids. A program designed for these grids needs no changes when a refinement is done 

which enlarges the flexibility of work a lot. Orthogonal behavior of the cells can be forced to a certain 

degree as well which creates a better solution. To keep the discretization advantages of the 

structured grids it is also possible to apply unstructured grids directly on the wall and follow them by 

several layers of structured cells normal to the geometry. 

Since prisms, pyramids and tetrahedrons are special forms of a hexahedron, meshes can have control 

volumes with less than six sides. This very flexible approach is than called a hybrid mesh. 
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2.2.4.5 Grid generation 
The first step in generating a grid is to create a list of the knots with their x, y and z co-ordinates. 

Each CV is defined by e.g. 4 or 8 knots. With this information a list of CVs with their indices and the 

related knots is established, where the order of the points decides the position of the current face, 

e.g. the first four points define the downward face of a hexahedron. As a third step the list with the 

information of the neighbors of each CV is stored as well as a list of the faces of each control volume. 

The sides facing boundaries like walls, input, etc. are listed separately in a last step as displayed in 

Figure 2.8. 

 

Figure 2.8 - Grid generation process 

Calculations in an unstructured grid are done in several loops. First all faces that belong to two 

different control volumes and then all the boundary faces are calculated to get the surfaces values. 

After this a loop through every CV is done to get the volume integral values.  

  

1st step 
ωList of knots with co-ordinates 

2nd step 

ωList of control volumes 

ωincluding indices & knots 

3rd step 
ωList with the neighbors of each CV 

4th step 
ωList with the faces of each CV 

5th step 
ωList of the boundary faces of each CV 
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3 Calculation setup 
OpenFoam® is a program which demands experience to work with. Since you do not have a graphical 

user interface (GUI), but command the program through text files, its spreading in the industry is not 

as large as in academic use. Starting from the yards own knowledge base in openFoam® guidelines 

were produced by the author to speed up the progress of integrating the program into the yards 

workflow. Since there is also no online support available, the best procedure is to use given tutorials 

and prepare them for your specific problem. Several of those tutorials or case models were produced 

during this thesis mirroring typical flow situations that need to be investigated at the yard. The two 

most important models, the funnel investigation and the hydrodynamic calculation, are portrayed 

and further explored in the following sections.  

The other models were a "hotRoom" - tutorial that 

allows the yard to analyze the radiation of hot 

components. The Figure 3.1 shows an example 

calculation for the mechanical engineering department 

to investigate the temperature distribution around a 

large cylinder like geometry. The vertical line to the 

right represents the distance to a close by component. 

Also a "sinkage and trim" - tutorial that supports the 

analysis of floating characteristics with dynamic mesh 

handling was developed, but not fully tested. The same 

holds for a utility to include particles into established 

flow fields.   

OpenFoam® itself offers also a selection of tutorials, but they are seldom directly related to ship 

design.  

The best setup for the funnel investigation was achieved by tests on "MYacht" (Chapter 3.2). The 

investigation of MYacht was as important as producing the model cases for the yard and thereby 

extensively revisited and validated. Several setup loops were necessary to guarantee the usability 

and the validity of the case models for this and later projects on the yard. To test the models in a real 

design situation the performance was validated a second time against the wind tunnel results of the 

early-stage design "AYacht". 

The research interest for the yard was the exhaust distribution close to HVAC (heating/ventilation/air 

conditioning) inlets, the magnitude of turbulence around the funnel structure or the influence of on-

deck appendages on the flow for different funnel configurations (See chapter 3.2.1). 

The hydrodynamic model "CYacht" was used for the underwater investigations (Chapter 3.3). The 

yard focused on viscous resistance, the pressure distribution on the hull for the backpressure of the 

exhaust outlet and the wake velocities. 

Also a help booklet to explain the preparation of the model cases for other yachts/geometries was 

given to the yard.  

Figure 3.1 - Heat distribution around a hot cylinder 



3.1 Meshing setup  20 

 
 

3.1 Meshing setup 
In this chapter as a first step the openFoam® function called snappyHexMesh (sHM), with which the 

domains were produced, is presented and its peculiarities are further explained. As a second step the 

two most important domains used for this thesis are described. 

3.1.1 SnappyHexMesh 
During the thesis many meshes and mesh setups were produced and compared to each other, thanks 

to the quick and simple usage of snappyHexMesh. On the other hand this was sometimes necessary, 

since sHM is not as simple to configure as it is to use. Small changes in the settings can make the 

difference between a diverging and a converging solution.  

Starting with a block structured mesh that defines the extensions of the domain sHM includes 

automatically any given .stl file (usually used for stereo lithography). The solver then starts to split all 

cells close to the .stl surface. When the refinement is finished, all cells inside the .stl are removed. 

The user defines the outside with a Cartesian coordinate beforehand. Specific refinement regions 

(boxes, cylinders or spheres) can be assigned. It is a very good tool to emphasize specific parts of the 

domain, like the wake for the hydrodynamic or the funnel for the aerodynamic calculation. This 

needs to be and was done carefully for each calculation. If a box border is located in areas of larger 

pressure/velocity gradients, errors can be introduced from the change of the cell size. How detailed a 

mesh (and thereby the represented flow) becomes depends to a large extend on the refinement 

level that was chosen for the boxes and the .stl geometry [28]. A good example for a meshed .stl in a 

blockMesh with refinement in vertical direction can be seen in Figure 3.2. 

  

Figure 3.2 - blockMesh with meshed .stl file 

A former study at the Fr. Lürssen Yard regarding the parameters of sHM [29]  recommended a 

refinement level of (n n+1) for complex structures, where the 2nd number specifies the refinement at 

the wall and the 1st the level further away. During the thesis it could be shown that a level smaller 
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than 5 and a denser block mesh is always preferable to a high refinement level and a coarse 

background mesh. A reason for the better converging solutions can be the more evenly distributed 

grid sizes in the overall domain.  

Apart from the grid refinement sHM incorporates many parameters to ensure a good quality mesh. 

Using an automatic tool like sHM speeds up the meshing process to a matter of minutes rather than 

hours, but it also entails risks. Especially high skewness can occur for complex grids. Performed 

studies proved that this can be massively reduced by a cube-like block mesh grid. Also the reduction 

of the parameters "maxBoundarySkewness" and "maxInternalSkewness" have positive effect on the 

quality of the mesh but the user should keep in mind that decreasing the values below 5 and 2 

respectively can diminish the mesh details as well. The meshQualityControls part contains further 

parameters which govern the mesh quality but skewness is usually the most severe problem for 

complex geometries. Other CFD methods (like starCCM+) offer the possibility to handle corrupt cells 

in a special way, e. g. enable especially robust schemes just in these cells. With openFoam® the 

setSet function helps to manipulate cells but so far only to delete them. Here might be a chance for 

further development of the code.  

Another unsolved problem with sHM is its inability to always produce sharp edges where they are 

needed. Often an edge is displayed chamfered even though it should be right-angled. The snapEdge 

tool suggested by Niklas Nordin promised a cure [30]. After testing it for several ship geometries it 

was clear that the tool could not handle this complexity and the missing sharp edges were 

considered of minor importance for the fine meshes handled in the present cases. 

Another important function is the layer control. sHM enables the user to specify a layer amount and 

thickness of structured grid blocks on the wall to resolve the BL in a better way. The wall functions 

ƴŜŜŘ ŀ ƘƛƎƘ ǉǳŀƭƛǘȅ ƳŜǎƘ ǎƻ ǘƘŀǘ ǘƘƛǎ ŦǳƴŎǘƛƻƴ ƛǎ ƛƳǇƻǊǘŀƴǘ ŦƻǊ ŀ ƎƻƻŘ ʶ ŀƴŘ ˖ ŎƻƴǾŜǊƎŜƴŎŜΦ  

The laminar underwater flat plate boundary layer thickness of CYacht was roughly calculated with 

Equation 3.1.  

Equation 3.1 

πȢωω‏ πȢπςυά  

The grid generator allows now the user to define the expansion factor, the final layer thickness and 

the minimum thickness. With the relationship  

firstLayerHeight = Background_mesh_cellheight*finalLayerRatio/(expansionRatio)^surfaceLayers 

one can calculate the cell height of the first cell directly on the wall in openFoam®. Five layers were 

applied for the hydrodynamic calculations. The aerodynamic boundary layer is usually thicker than 

the hydrodynamic one so that a coarser mesh could be utilized.  

For the two following domains the snappyHexMeshDict was prepared in a way that only very small 

adjustments are needed to set up a similar yacht experiment with low mesh errors and the 

refinement boxes already in the right areas. 
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3.1.2 Calculation Domains 
Two main grid domains were produced during the thesis after testing many different setups. One 

was a single block domain that cuts the ship on the free surface for the airflow (model A) and the 

other a two block domain for the hydrodynamic calculations cut by the X, Z symmetry plane (model 

B). The ship models were imported from rhino3D. Model A was a very complex version of MYacht, 

and AYacht respectively, and had all details around the funnel in high resolution where the flow 

situation was studied in particular. Model B was a simpler version of CYacht, but incorporated the 

real underwater body and an underwater exhaust outlet. Both models had the flowing properties: 

¶ The [0, 0, 0] point is located at the aft perpendicular at keel level  

¶ The ship´s bow points in positive x-direction 

¶ Portside is in positive y-direction 

¶ All values were calculated for full scale models  

Regarding the aerodynamic calculation, the whole part of the ship above the waterline was modeled, 

because different angles of attack were under investigation. The model was cut at the design 

waterline like it is normal for wind tunnel mega yacht models. The chosen block dimensions were 

recommendations from experience at the yard related to the ship´s dimensions: 

¶ Min. x-value: -300m;  max. x-value: 300m 

¶ Min. y-value: -73.5m;  max. y-value: 73.5m 

¶ Min. z-value: ~5m;   max. z-value: 73.5m 

A performed grid quality study (See chapter 4.2) resulted in meshes with roughly 4 million cells with 

a blockMesh cell distribution of [70 18 18], which is close to an equal edge length in x and y direction 

and an edge length with a factor of ½ in z-direction (See Figure 3.3). As earlier mentioned the cube-

like or half cube-like cell lead to lower skewness in the later hexahedral mesh with MYacht included 

and produced a much better convergence behavior. In any CFD calculation several starting conditions 

need to be set up before the calculation can start successfully (See 3.2.2 Boundary Conditions). These 

change for different turbulence models or different solvers, but always have in common that the 

pressure and the velocity need to be defined at certain places of the domain, called patches in 

openFoam®. In Figure 3.3 you can see which parts were patches for the airflow calculation. Exhaust 

outlets require a separate patch to include a different velocity or temperature at that place. 

 

Figure 3.3 - Boundaries of the wind tunnel domain 
























































































